
PerspecƟve www.pimr.org.in

DOI: 10.47799/pimr.1203.03

12 PerspecƟves in Medical Research |September - December 2024 | Vol 12 | Issue 3

Series 1: IntegraƟng Medical Research Into Clinical Reasoning: Exploring
Bayesian Analysis as a Complement to TradiƟonal StaƟsƟcs

Sayed Kashif Momin∗

Professor & Head, Department of Community Medicine, Parbhani Medical College RP Hospital & Research InsƟtute,
Parbhani, Maharashtra
*Corresponding Author:
Sayed Kashif Momin, Professor & Head, Department of Community Medicine, Parbhani Medical College RP Hospital &
Research InsƟtute, Parbhani, Maharashtra
E-MAIL: drmominkashif@gmail.com

COPYRIGHT:©2023 (Momin Sayed Kashif). This is an open-access journal, and arƟcles are distributed under the terms
of the CreaƟve Commons AƩribuƟon License CC-BY 4.0. (https://creativecommons.org/licenses/by/4.0/) which

permits unrestricted use, distribuƟon, and reproducƟon in any medium, provided the original authors and source are credited.

Date of Submission: 10/10/2024 Date of Review: 12/12/2024 Date of Acceptance: 24/12/2024

KEYWORDS: StaƟsƟcal Inference, Null Hypothesis, Bayes
Factor, Clinical Significance, StaƟsƟcal Significance

INTRODUCTION

StaƟsƟcal methods are the backbone of evidence-based
medicine, yet the debate between clinical and staƟsƟcal sig-
nificance persists. Clinical significance reflects the pracƟ-
cal impact of research findings on paƟent care, whereas
staƟsƟcal significance oŌen relies on arbitrary thresholds
like p-values. A finding that is staƟsƟcally significant may
not translate into meaningful clinical outcomes, and vice
versa. [1] For example, a slight reducƟon in blood pressure
may achieve staƟsƟcal significance in a large cohort but
might lack clinical relevance if it does not reduce morbid-
ity or mortality. The disƟncƟon between clinical signifi-
cance (pracƟcal impact) and staƟsƟcal significance (prob-
ability under the null hypothesis) is essenƟal. [2] However,
meaningful interpretaƟon of research necessitates a thor-
ough understanding of the staƟsƟcal analyses employed.
There are two main approaches to staƟsƟcal analysis: fre-
quenƟst and Bayesian. [3]

FrequenƟst methods, based on null hypothesis signifi-
cance tesƟng (NHST), calculate the probability of observing
the data given the assumpƟon that the null hypothesis is
true. This approach treats parameters (e.g., means, propor-
Ɵons) as fixed quanƟƟes and uses data to make probabilisƟc
statements about hypotheƟcal repeated samples, employ-
ing fixed thresholds such as p-values to determine staƟs-
Ɵcal significance. [4] However, frequenƟst methods do not
account for prior knowledge and provide limited insights into
the plausibility of hypotheses. [5]

Bayesian methods treat parameters as random variables
and combine prior knowledge with observed data to com-
pute posterior probabiliƟes, offering a more flexible and
intuiƟve framework for staƟsƟcal inference. [5]

Before we introduce the bayesian framework, let us
understand what are the limitaƟons of NHST frequenƟst
approach where bayesian appraoch provide a beƩer alter-
naƟve.

Challenges with FrequenƟst Methods: [1, 2, 6, 7]

• Dependence on HypotheƟcal Data: P-values depend
on the probability of observing the data (or more
extreme) if the null hypothesis is true. This involves
considering hypotheƟcal repeated samples that are
never actually observed. Example: Imagine you’re
flipping a coin 100 Ɵmes. You hypothesize the coin is
fair (null hypothesis). The p-value tells you how likely it
is to get the observed result if you could flip the coin an
infinite number of Ɵmes.

• SensiƟvity to Researcher IntenƟons (OpƟonal Stop-
ping): NHST requires a fixed sample size. ”OpƟonal
stopping” (conƟnuing data collecƟon unƟl you get a sig-
nificant result) inflates the false posiƟve rate. Example:
Consider a study on a new drug. If researchers keep
adding paƟents unƟl they see a significant result, the
p-value becomes misleading.

• Lack of Evidence QuanƟficaƟon: A p-value doesn’t
quanƟfy the evidence for or against a hypothesis. It
just indicates how unlikely the observed data is under
the null hypothesis. Example: A p-value of 0.04 doesn’t
mean there’s a 96% chance the treatment works. It
just means the observed data is unlikely under the
assumpƟon that the treatment has no effect (if the null
hypothesis is true).

• Absence of Direct Hypothesis Comparison: NHST only
tells you whether to reject the null hypothesis. It
doesn’t compare different hypotheses directly. Exam-
ple: Suppose you have two treatments for a condiƟon.
NHST can tell you if one treatment is effecƟve, but not
how the two treatments compare directly.

www.pimr.org.in
10.47799/pimr.1203.03
mailto:drmominkashif@gmail.com
https://creativecommons.org/licenses/by/4.0/


Momin www.pimr.org.in

INTRODUCTION TO THE BAYESIAN FRAMEWORK [1, 3, 7]

Bayesian theory might seem unfamiliar at first, but its
principles align closely with how clinicians already think. For
example, when diagnosing a paƟent, a doctor begins with
prior knowledge about common illnesses and symptoms.
As tests are performed, this informaƟon is updated based
on the results, narrowing down the possibiliƟes. Bayesian
methods formalize this process by combining prior beliefs
(prevalence of diseases) with observed data (test results) to
calculate updated probabiliƟes for potenƟal diagnoses.

Consider a paƟent presenƟng with a chronic cough sug-
gesƟve of a respiratory condiƟon. IniƟally, the doctor may
suspect tuberculosis (TB), chronic asthma, bronchiectasis,
or chronic obstrucƟve pulmonary disease (COPD) with vary-
ing probabiliƟes. AŌer sputum smear and CBNAAT tests are
performed, if both come back negaƟve, the probability of
TB decreases significantly. AddiƟonal invesƟgaƟons, such
as spirometry and imaging, may then focus on disƟnguish-
ing between chronic asthma, bronchiectasis, and COPD.
As diagnosƟc tests exclude other condiƟons, the likelihood
of COPD increases. This step-by-step refinement mirrors
Bayesian reasoning, ensuring more accurate and evidence-
based diagnoses.

The Figure 1 demonstrates Bayesian reasoning in a
medical diagnosis scenario. IniƟally, probabiliƟes are
assigned to tuberculosis (TB), asthma, bronchiectasis, and
chronic obstrucƟve pulmonary disease (COPD). As diagnosƟc
tests like sputum smear, CBNAAT, and spirometry are
performed, probabiliƟes are updated. COPD becomes
the most likely diagnosis aŌer ruling out other condiƟons,
illustraƟng the iteraƟve refinement typical of Bayesian
reasoning.

Bayesian analysis offers a robust framework for integrat-
ing prior knowledge with new data, providing direct proba-
bility statements that align closely with clinical reasoning.

APPLICATION OF BAYESIAN A NALYSIS IN RESEARCH:

Introducing Bayes Factor [2, 4, 7–9]

Unlike the frequenƟst approach, Bayesian hypothesis
tesƟng is comparaƟve in nature. The likelihood of the data is
considered under both the null and alternaƟve hypotheses,
and these probabiliƟes are compared via the Bayes factor.
The Bayes factor compares the likelihood of the data under
the null hypothesis with the likelihood of the data under
the alternaƟve hypothesis. It provides a straighƞorward
way to quanƟfy evidence for one hypothesis over the other,
allowing researchers to make more informed decisions. In
simplified terms:

• As the Bayes Factor (BF01) increases, there is more evi-
dence supporƟng the null hypothesis and less favoring
the alternaƟve hypothesis.

• Conversely, if 1/BF01 = 5, this indicates that the data
are five Ɵmesmore likely to occur under the alternaƟve
hypothesis compared to the null hypothesis.

Instead of simply saying ”It is unlikely that there is no
relaƟonship between these variables,” the researcher can
state, ”This alternaƟvemodel is considerably beƩer than the
null, and I have the probabiliƟes to prove it!” This allows
the inclusion of a statement on how much more likely the
data are if the null hypothesis is true compared to if the
alternaƟve hypothesis is true. If the prior odds are assumed
tobe1, taking the inverse allowsone to discuss the likelihood
of the alternaƟve hypothesis compared to the null.

For instance, if BF01 = 0.5, the data are half as likely
under the null hypothesis as they are under the alternaƟve
hypothesis. Taking the inverse shows that the data are twice
as likely under the alternaƟve hypothesis. Thus, interpreƟng
a Bayes factor is straighƞorward, considering those odds.

Several authors (Jeffreys, 1961; RaŌery, 1995; Wetzels et
al., 2011) [7, 8, 10] have provided guidelines for interpreƟng
Bayes factors.Table 1 summarizes their suggested terminol-
ogy for discussing Bayes factors, which helps arƟculate the
strength of evidence provided by the data. According to
these guidelines, the results could be updated to state that
the findings provide such level of evidence for the alternaƟve
hypothesis.

Bayes
Factor
(BF01)

Inverse of
Bayes
Factor
(BF10)

RaŌery
(1995)

Jeffreys
(1961)

1–.33 1–3 Weak Anecdotal

.33–.10 3–10 PosiƟve SubstanƟal

.10–.05 10–20 PosiƟve Strong

.05–.03 20–30 Strong Strong

.03–.01 30–100 Strong Very Strong

.01–.0067 100–150 Strong Decisive

<.0067 >150 Very Strong Decisive

Table 1: Strength of Evidence based on Bayes Factor

Let us understand the disƟnct perspecƟves on staƟsƟcal
inference of both the methods. Suppose we conducted a
study comparing two diets’ effects on weight loss and found
that the frequenƟst approach, through an independent
samples t-test, yielded a barely significant p-value of 0.045.
This result suggests a staƟsƟcally significant difference in
weight loss between the groups but leaves uncertainty about
the strength of this evidence. On the other hand, a Bayesian
analysis of the same data provides a Bayes Factor (BF10)
of 2. This indicates that the data are twice as likely under
the alternaƟve hypothesis (a difference exists) than under
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Figure 1: Bayesian Reasoning similar to clinical reasoning

the null hypothesis (no difference between diets), showing
weak or anecdotal strength of evidence in support of the
alternaƟve hypothesis.

While the frequenƟst p-value suggests a potenƟal differ-
ence, the Bayesian perspecƟve highlights that the evidence
for Diet One’s superiority is relaƟvely weak. The Bayesian
approach offers a more nuanced interpretaƟon by integrat-
ing prior knowledge and comparing the probabiliƟes of both
hypotheses directly. This comprehensive view underscores
the importance of not only idenƟfying staƟsƟcal significance
but also understanding the strength and implicaƟons of the
evidence in clinical and research seƫngs.

In the next series, we’ll explain the procedural steps for
conducƟng Bayesian analysis using JASP soŌware. This
will cover data preparaƟon, running the analysis, and
interpreƟng results within a research context. You can begin
by downloading JASP from https://jasp-stats.org/downloa
d/ . The website offers extensive resources (hƩps://jasp-
stats.org/resources/) to help you get started. [9] This series
aims to enhance a researcher’s proficiency in beƩer analysis
of research findings.
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